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Abstract. In this article, the bifurcation behaviors of a modified Leslie type predator-
prey model with harvesting and gestation delay of predator are discussed. The model
takes the form of delayed differential-algebra equations. First, the existence of Hopf
bifurcations in the model is studied by choosing the delay as a bifurcation parameter.
It reveals that a sequence of stability switches and Hopf bifurcations can occur as the
delay increases monotonously from zero. Next, the direction of the Hopf bifurcations
and the stability of the bifurcating periodic orbits are also investigated. Moreover, we
present several numerical simulations to support the theoretical results with the help
of Matlab software. Lastly, the significances of our findings are discussed.
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1. Introduction

Recently, there is a wide-range of interest in analysis and modelling of population
interactions, since many complex dynamical behaviors have been discovered
in this area, such as coexistence, instability, extinction, persistence, periodic
oscillations, various bifurcations, chaos, etc.—cf. Refs. [11, 34, 5, 25, 15, 27,
56, 53, 37, 38, 1, 52, 18, 39, 41, 30, 55, 6, 45, 28, 42]. In this paper, we aim
to investigate the bifurcation dynamics of a delayed predator-prey model with
predator harvesting, which will be modelled by a differential-algebra system
with delay in the following. The basic model that we consider is the famous
Leslie’s population model [34, 5, 27], which is given by

(1.1)

 ẋ(t)= x(t) (r1 − ay(t)) ,

ẏ(t)= y(t)

(
r2 −

b y(t)

x(t)

)
,

where x(t) and y(t) represent the respective population densities of prey and
predator at time t; the parameters r1, a, r2, and b are all positive constants,
where r1 > 0 is the intrinsic growth rate of prey, a is the catch rate of predator, r2
is the intrinsic growth rate of predator, and b is the conversion rate of consumed
preys into the newborns of predator.
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It is well known that the dynamical behaviors of population models depend
on the current conditions, as well as the past information. In order to reflect
the population dynamics depending on the past history, time delay of one type
or another is often incorporated into population models due to gestation period,
maturation time, or other reasons [25, 15]. Just as Kuang [25] pointed out: any
model of species dynamics and interactions without delay is an approximation at
best. Therefore, the introduction of time delay into population models would be
more realistic to model population interactions. Moreover, it is notable that time
delay has complicated impacts on the dynamics of a system, which can induce
various interesting dynamical behaviors, for instances, stability switch, limit
cycle, oscillations, Neimark-Sacker bifurcation, Takens-Bogdanov bifurcation,
chaotic behavior and so on [25, 15, 1, 52, 51, 54, 50, 49, 46, 29, 42, 17]. Time
delay due to gestation is a common situation, since normally the consumption
of preys by the predator species throughout its past history governs the present
birth rate of predator. Therefore, we introduce the gestation delay τ of predator
population to model (1.1) — viz.

(1.2)

 ẋ(t)= x(t) (r1 − ay(t)) ,

ẏ(t)= y(t)

(
r2 −

b y(t− τ)

x(t)

)
.

Furthermore, we consider human harvesting effort E(t) on predator pop-
ulation for model (1.2), since people usually harvest predators to avoid the
extinction of prey species. In fact, biological resources are often harvested to
satisfy the material life of humans [9, 8]. Consequently, we have

(1.3)

 ẋ(t)= x(t) (r1 − ay(t)) ,

ẏ(t)= y(t)

(
r2 −

b y(t− τ)

x(t)
− E(t)

)
.

In the light of Refs.[9, 8, 31, 12], we can study the harvesting effort E(t)
from an economic viewpoint. Let P (t) and C(t) denote the unit selling price of
harvested predators, and the unit harvesting cost at time t, respectively. The
number of harvested predators can be expressed as E(t)y(t). And we assume
that the market has a constant demand for the harvested predators, which
means that the catches can always be sold out in the market. Note that the
unit selling price P (t) is inversely associated with the market supply E(t)y(t),
and the unit harvesting cost C(t) is reversely relative to the population density
of predator species y(t). Hence, we take P (t) and C(t) as p/(l + E(t)y(t)) and
c/y(t) respectively, where p, l and c are positive parameters, p/l can be regarded
as the maximum unit selling price. Subsequently,

Total Revenue=P (t)E(t)y(t)=
pE(t)y(t)

l+E(t)y(t)
,Total Cost=C(t)E(t)y(t)=cE(t).

Thus, the net economic revenue v produced by harvesting can be written as

(1.4) E(t)y(t)

(
p

l + E(t)y(t)
− c

y(t)

)
= v.
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Combining (1.3) and (1.4), we can establish the following delayed differential-
algebra predator-prey model with predator harvesting:

(1.5)


ẋ(t)= x(t) (r1 − ay(t)) ,

ẏ(t)= y(t)

(
r2 −

b y(t− τ)

x(t)
− E(t)

)
,

0=E(t)y(t)

(
p

l + E(t)y(t)
− c

y(t)

)
− v.

The initial values of system (1.5) are given by

(1.6) x(0) > 0, y(θ) > 0, θ ∈ [−τ, 0 ], E(0) > 0,

where y(θ) ∈ C([−τ, 0 ],R) is a continuous bounded function.

In existing literature, most of the predator-prey models with harvesting are
modelled by systems of differential equations [37, 38, 1, 52, 18, 39, 41, 30, 43, 33],
which have not considered human harvesting from economic perspective. In con-
trast to such models, our modified Leslie’s predator-prey model (1.5) is described
by a system of delayed differential-algebra equations due to the economic rev-
enue from predator harvesting is introduced. It should be noted that the analysis
of differential-algebra system is more difficult than the corresponding system of
differential equations, and normally differential-algebra systems possess more
complicated dynamical behaviours compared with the systems of differential
equations [40, 22, 23, 24, 3]. In the research of the dynamic behaviors of related
models, Refs.[53, 55, 6, 45, 28, 36] have studied the issues of the classification of
fixed points, Neimark-Sacker bifurcation, invariant closed curve, Flip bifurca-
tion, period windows, maximum Lyapunov exponents, phase portraits, saddle-
node bifurcation, etc. However, the formulae for determining the properties
of possible Hopf bifurcations in the delayed differential-algebra predator-prey
models have not yet appeared. By applying differential-algebra system theory
and center manifold argument, we investigate the properties such as stability,
direction, and period of Hopf bifurcations in the delayed differential-algebra
predator-prey model (1.5) where the delay is chosen as a bifurcation parameter.
In some senses, our study supplements and extends the research work of the
articles [53, 37, 38, 1, 52, 18, 39, 41, 30, 55, 6, 45, 28, 36, 43, 33].

We organize the rest of this paper as follows. Section 2 is devoted to analyze
the stability of equilibrium point and existence of Hopf bifurcations in model
(1.5) with gestation delay. Continue with Section 2, Section 3 deals with the
stability and direction of the Hopf bifurcations by applying center manifold
argument. Some numerical simulations are presented in Section 4 to make the
derived findings more complete. Finally, in Section 5 we explain the significances
of our results.
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2. Stability analysis

In this section, we analyze the asymptotic stability of the delayed predator-prey
model (1.5), as well as the occurrence conditions of Hopf bifurcations in the
model. At first, we prove the positiveness of the solutions of model (1.5).

Lemma 2.1. The trajectories of model (1.5) with initial values (1.6) and v > 0
stay in R3

+ = {(x(t), y(t), E(t)) | x(t) > 0, y(t) > 0, E(t) > 0}, for ∀ t > 0.

Proof. In view of model (1.5), we have

dx(t)

x(t)
= (r1 − ay(t)) dt.

Due to the initial value x(0) > 0, by integrating above equation in the interval
[0, t], we obtain

x(t) = x(0) exp

{∫ t

0
(r1 − ay(s)) ds

}
> 0, for ∀ t > 0.

Similarly, we can get

y(t) = y(0) exp

{∫ t

0

(
r2 −

b y(s− τ)

x(s)
− E(s)

)
ds

}
> 0, for ∀ t > 0.

Clearly, harvesting effort E(t) is also positive for ∀ t > 0, since the harvesting
profit v > 0 here.

Lemma 2.1 suggests that only the positive equilibrium point of model (1.5)
is required to be considered. If X0 := (x0, y0, E0)

T is an equilibrium point of
model (1.5), then we have

r1 − ay0 = 0,

r2 − b
y0
x0

− E0 = 0,

pE0y0
l + E0y0

− cE0 − v = 0.

By solving the set of linear equations, model (1.5) has an equilibrium point
X0 = (x0, y0, E0)

T = (by0/(r2 − E0), r1/a,E0)
T, where E0 =

{
(py0 − vy0 − cl)±√

∆
}
/2cy0, and ∆ = (cl + vy0 − py0)

2 − 4clvy0.

To make such an equilibrium point X0 is positive, we suppose that

(2.1) r2 > E0, py0 > cl + vy0, (cl + vy0 − py0)
2 ≥ 4clvy0.

According to the theory of differential-algebra system [22, 23, 24], model
(1.5) can be locally equivalent to the following constrained system near the
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point X0:

(2.2)



ẋ(t) = x(t) (r1 − ay(t)) ,

ẏ(t) = y(t)

(
r2 −

b y(t− τ)

x(t)
− E(t)

)
,

Ė(t)= f3(x(t), y(t), E(t)),

0 =E(t)y(t)

(
p

l + E(t)y(t)
− c

y(t)

)
− v,

where f3 is a continuously differentiable function and satisfies f3(X0) = 0.
The explicit expression of f3 is no need to be defined, which can be seen from
Eq. (2.11) below.

For the convenience of discussion, we denote

(2.3)
f(X) =

f1(X)
f2(X)
f3(X)

 =


x(t) (r1 − ay(t))

y(t)

(
r2 −

b y(t− τ)

x(t)
− E(t)

)
f3(x(t), y(t), E(t))

 ,

g(X) = E(t)y(t)

(
p

l + E(t)y(t)
− c

y(t)

)
− v, X = (x(t), y(t), E(t))T .

Thus, system (2.2) can be written as

(2.4)

{
Ẋ= f(X),
0 = g(X).

In the light of Refs. [2, 7], we can consider the following parameterisation ψ
for system (2.4):

(2.5) X = ψ(Y ) = X0 + U0Y + V0h(Y ),

(2.6) g(ψ(Y )) = 0,

where Y = (y1, y2)
T ∈ R2, U0=

(
I2
0

)
, I2 denotes an identity matrix of dimension

2×2, V0=

(0
0
1

)
, h : R2 → R is a smooth mapping. Then substituting X = ψ(Y )

into system (2.4) yields

(2.7) DY ψ(Y )Ẏ = f(ψ(Y )),

Differentiating Eq. (2.5) regarding Y , and then left multiplying UT
0 to the dif-

ferentiated equation, which lead to

(2.8) UT
0 DY ψ(Y ) = I2.
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Differentiating Eq. (2.6) regarding Y , we derive

(2.9) DXg(X)DY ψ(Y ) = 0.

By Eqs. (2.7)-(2.9), we get

(2.10)

(
DXg(X)
UT
0

)−1(
0
I2

)
Ẏ (t) = f(ψ(Y )).

Eqs. (2.7), (2.9) and (2.10) suggest that (2.4) can be locally equivalent to

(2.11) Ẏ = UT
0 f(ψ(Y )).

From the parameterised system (2.11), we can obtain that the Taylor expansions
of the parameterised system of system (2.2) at X0 takes the form

(2.12) Ẏ = UT
0 DXf(X0)DY ψ(0)Y + o(|Y |),

where D denotes the differential operator, and DXf(X) represents the Jacobian
matrix of function f(X) regarding X. It is notable that the equilibrium point
X0 of model (1.5) corresponds to the equilibrium point Y = 0 of parameterised
system (2.12).

Next, we calculate the Jacobian matrix P̄ of model (1.5) with τ > 0 at
its positive equilibrium point X0. From the formula (2.12), we can obtain the
Jacobian matrix P̄, which takes the form

P̄ =

 0 −ax0
by20
x20

−by0
x0
e−λτ +

plE0y0
ply0 − c(l + E0y0)2

 .

Hence, the characteristic equation of Jacobi matrix P̄ is

λ2 +

(
by0
x0
e−λτ − plE0y0

ply0 − c(l + E0y0)2

)
λ+

aby20
x0

= 0.(2.13)

To investigate the local asymptotic stability of equilibrium point X0, in what
follows, we shall analyze the roots of characteristic equation (2.13).

For τ > 0, we assume that ±iω (ω is a positive real number ) are a pair of
purely imaginary roots of Eq. (2.13), then we have the following equation:

−ω2 +

[
by0
x0

(cosωτ − i sinωτ)− plE0y0
ply0 − c(l + E0y0)2

]
iω +

aby20
x0

= 0.

Separating the real and imaginary parts of the above equation, we get

−ω2 +
by0
x0
ω sinωτ +

aby20
x0

+ i

[
by0
x0
ω cosωτ − plE0y0ω

ply0 − c(l + E0y0)2

]
= 0,
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which gives

(2.14) sinωτ =
x0ω

by0
− ay0

ω
,

(2.15) cosωτ =
plx0E0

b(ply0 − c(l + E0y0)2)
.

Squaring and adding Eqs. (2.14) and (2.15), we have

(2.16) ω4 +

[
p2l2E2

0y
2
0

(ply0 − c(l + E0y0)2)2
− b2y20

x20
− 2aby20

x0

]
ω2 +

a2b2y40
x20

= 0.

Lemma 2.2. For model (1.5) with τ > 0,
(i) if

by0
x0

>
plE0y0

ply0 − c(l + E0y0)2

and
p2l2E2

0y
2
0

(ply0 − c(l + E0y0)2)2
>
b2y20
x20

+
2aby20
x0

,

then all the roots of Eq. (2.13) have negative real parts;
(ii) if [

p2l2E2
0y

2
0

(ply0 − c(l + E0y0)2)2
− b2y20

x20
− 2aby20

x0

]2
>

4a2b2y40
x20

and
p2l2E2

0y
2
0

(ply0 − c(l + E0y0)2)2
<
b2y20
x20

+
2aby20
x0

,

then Eq. (2.16) has two positive roots ω+ and ω−. Substituting ω± into Eq. (2.15),
we obtain the values of time delay τ corresponding to the pair of purely imagi-
nary roots ±iω:

τ±m =
1

ω± arccos

(
plx0E0

b(ply0 − c(l + E0y0)2)

)
+

2nπ

ω± , m = 0, 1, 2, · · · .

Proof. From Eq. (2.16), we know that if

p2l2E2
0y

2
0

(ply0 − c(l + E0y0)2)2
>
b2y20
x20

+
2aby20
x0

,

then Eq. (2.16) doesn’t have positive roots. Thus, Eq. (2.13) with τ > 0 doesn’t
have purely imaginary roots. Further, if we suppose that

by0
x0

>
plE0y0

ply0 − c(l + E0y0)2
,
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then we can derive from Routh-Hurwitz stability criteria [34, 5, 16] that all the
roots of the characteristic equation (2.13) with τ = 0 have negative real parts.
Consequently, Eq. (2.13) with τ > 0 also have negative real parts according to
Rouche’s theorem [32, 47, 48, 19].

For the second case (ii), we have

[
p2l2E2

0y
2
0

(ply0 − c(l + E0y0)2)2
− b2y20

x20
− 2aby20

x0

]2
− 4a2b2y40

x20
> 0.

Add that to

p2l2E2
0y

2
0

(ply0 − c(l + E0y0)2)2
<
b2y20
x20

+
2aby20
x0

,

then it is easy to show that Eq. (2.16) has two positive roots:

ω± =

{
1

2

[
b2y20
x20

+
2aby20
x0

− p2l2E2
0y

2
0

(ply0 − c(l + E0y0)2)2

±

√[
p2l2E2

0y
2
0

(ply0 − c(l + E0y0)2)2
− b2y20

x20
− 2aby20

x0

]2
− 4a2b2y40

x20

]}1
2

.

Substituting ω± into (2.15) and solving for τ , then the proof is completed.

Further, we differentiate Eq. (2.13) with respect to τ , it follows that

2λ
dλ

dτ
− plE0y0
ply0 − c(l + E0y0)2

dλ

dτ
+
by0
x0
e−λτ dλ

dτ
+
by0
x0
λe−λτ

(
−λ− τ

dλ

dτ

)
= 0.

As a consequence, we get

(
dλ

dτ

)−1

=

2λeλτx0 −
plx0y0E0

ply0 − c(l + E0y0)2
eλτ + by0(1− λτ)

by0λ2
.

Consequently, ( dλ
dτ

)−1 |λ=iω equals

2iω(cosωτ + i sinωτ)x0 −
plx0y0E0

ply0 − c(l + E0y0)2
(cosωτ + i sinωτ) + by0(1− τωi)

−by0ω2

=
2x0
by0ω

sinωτ +
plx0E0

bω2(ply0 − c(l + E0y0)2)
cosωτ − 1

ω2

+ i

[
plx0E0

bω2(ply0 − c(l + E0y0)2)
sinωτ − 2x0

bωy0
cosωτ +

τ

ω

]
.



BIFURCATION DYNAMICS IN A MODIFIED LESLIE TYPE ... 177

Associated with Eqs. (2.14) and (2.15), we have

Re

(
dλ

dτ

)−1
∣∣∣∣∣
λ=iω

=
2x0
by0ω

(
x0ω

by0
− ay0

ω

)
+

plx0E0

bω2(ply0−c(l+E0y0)2)

(
plx0E0

b(ply0−c(l+E0y0)2)

)
− 1

ω2

=
x20

b2ω2y20

[
2ω2 − 2aby20

x0
− b2y20

x20
+

p2l2E2
0y

2
0

(ply0−c(l+E0y0)2)2

]
.

Accordingly,

sign

{
Re

(
dλ

dτ

)}
λ=iω

= sign

{
Re

(
dλ

dτ

)−1
}

λ=iω

= sign

{
2ω2 − 2aby20

x0
− b2y20

x20
+

p2l2E2
0y

2
0

(ply0 − c(l + E0y0)2)2

}
.

Hence, the following transversality conditions hold:

(2.17) sign

{
Re

(
dλ

dτ

)}
τ=τ+m, ω=ω+

> 0, sign

{
Re

(
dλ

dτ

)}
τ=τ−m, ω=ω−

< 0.

Combining (2.17) with Lemma 2.2, we can derive the following results:

Theorem 2.1. For model (1.5) with τ > 0, suppose that

by0
x0

>
plE0y0

ply0 − c(l + E0y0)2
,

(i) if
p2l2E2

0y
2
0

(ply0 − c(l + E0y0)2)2
>
b2y20
x20

+
2aby20
x0

,

then the equilibrium point X0 is locally asymptotically stable due to all the roots
of Eq. (2.13) have negative real parts;

(ii) if [
p2l2E2

0y
2
0

(ply0 − c(l + E0y0)2)2
− b2y20

x20
− 2aby20

x0

]2
>

4a2b2y40
x20

and
p2l2E2

0y
2
0

(ply0 − c(l + E0y0)2)2
<
b2y20
x20

+
2aby20
x0

,

then there exists a positive integer N , such that the equilibrium point X0 is locally
asymptotically stable when the delay τ ∈ [ 0, τ+0 ) ∪ (τ−0 , τ

+
1 ) ∪ (τ−1 , τ

+
2 ) ∪ · · · ∪

(τ−N−1, τ
+
N ), and it is unstable when the delay τ ∈ (τ+0 , τ

−
0 ) ∪ (τ+1 , τ

−
1 ) ∪ (τ+2 , τ

−
2 )

∪ · · · ∪ (τ+N−1, τ
−
N−1) ∪ (τ+N ,+∞).
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Proof. Since the proof of Theorem 2.1 is similar to the Hopf bifurcation theo-
rems for functional differential equations in [19, 10], so it is omitted here.

Remark 2.1. Theorem 2.1 shows that stability switches would occur at the
equilibrium point X0 when the delay τ takes the critical values τ+0 , τ−0 , τ+1 , · · · ,
τ−N−1, τ

+
N . This means that, around these critical values, Hopf bifurcations can

take place in model (1.5) with τ > 0.

3. Stability and direction of Hopf bifurcations

In this section, we further study the properties of the Hopf bifurcations appear-
ing in the previous section, such as the direction, stability and period of the
bifurcations. For these issues, the research tool that we will use is the center
manifold theorem due to Hassard, Kazarinoff and Wan [21].

Without loss of generality, we use τn to represent any one of the critical
values in Theorem 2.1, and in the following discussion we always suppose that a
Hopf bifurcation can occur in model (1.5) when τ = τn. Besides, iω is assumed
to be the purely imaginary root of Eq. (2.13) corresponding to τn.

If we let µ = τ − τn, y1(t) = x(τt) − x0, y2(t) = y(τt) − y0, then the
second order Taylor expansions of parameterised system (2.12) with τ > 0 can
be rewritten as the following functional differential equation in the phase space
C([−1, 0],R2):

(3.1) Ẏ (t) = Lµ(Yt) + F (µ, Yt),

where Y (t) = (y1(t), y2(t))
T , Yt = Y (t+ θ) = (y1(t+ θ), y2(t+ θ)), θ ∈ [−1, 0].

For Φ(θ) = (Φ1(θ),Φ2(θ)) ∈ C([−1, 0],R2), we define

LµΦ = (τn + µ)

 0 −ax0
by20
x20

plE0y0
ply0 − c(l + E0y0)2

ΦT (0) + (τn + µ)

0 0

0 −by0
x0


× ΦT (−1), and F (µ,Φ(θ)) = (τn + µ)

(
F11

F22

)
,

where F11 = −aΦ1(0)Φ2(0),

F22 = −by
2
0

x30
Φ2
1(0) +

by0
x20

Φ1(0)Φ2(0) +
by0
x20

Φ1(0)× Φ2(−1)− b

x0
Φ2(0)Φ2(−1)

+

(
plE0

ply0−c(l + E0y0)2
+
plE0y0[cE0(l + E0y0)−pl]

[ply0−c(l + E0y0)2]2

− p2cl2E2
0y

2
0(l + E0y0)

[ply0−c(l + E0y0)2]3

)
Φ2
2(0) + · · · .

It is easy to verify that Lµ: C([−1, 0],R2) → R2 is a continuous linear operator
mapping. In the light of Riesz representation theorem in Ref.[35], there exists a
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2× 2 matrix function η(θ, µ) with elements of bounded variation for θ ∈ [−1, 0],
such that

(3.2) LµΦ =

∫ 0

−1
[dη(θ, µ)] Φ(θ), for Φ(θ) ∈ C([−1, 0],R2).

As a matter of fact, if we choose η(θ, µ) as

(τn + µ)

 0 −ax0
by20
x20

plE0y0
ply0 − c(l + E0y0)2

 δ(θ) + (τn + µ)

0 0

0 −by0
x0

 δ(θ + 1),

where δ(θ) denotes delta function, i.e., δ(θ) =

{
0, θ ∈ [−1, 0),

1, θ = 0
, then the equa-

tion (3.2) is satisfied.

For Φ(θ) ∈ C1([−1, 0],R2), we define the operator A(µ):

A(µ)Φ(θ) =


dΦ(θ)

dθ
, −1 ≤ θ < 0,∫ 0

−1 dη(θ, µ)Φ(θ), θ = 0,

and the operator R(µ):

R(µ)Φ(θ) =

{
0, −1 ≤ θ < 0,

F (µ,Φ(θ)), θ = 0,

then system (3.1) can be expressed as

(3.3) Ẏ (t) = A(µ)Yt +R(µ)Yt.

From the theoretical analysis in the previous section, we can find that the
operator A(0) has a pair of simple purely imaginary eigenvalues ±iωτn.

For Ψ(s) ∈ (C1([−1, 0],R2))∗ = C1([0, 1], (R2)∗), the formal adjoint of oper-
ator A is defined as

A∗Ψ(s) =

−dΨ(s)

ds
, 0 < s ≤ 1,∫ 0

−1 dη
T (s, 0)Ψ(−s), s = 0,

under the bilinear pairing

(3.4) < Ψ(s),Φ(θ) >= Ψ̄(0)Φ(0)−
∫ 0

θ=−1

∫ θ

ξ=0
Ψ̄(ξ − θ)dη(θ)Φ(ξ)dξ,

where Ψ(s) ∈ C1([0, 1], (R2)∗), Φ(θ) ∈ C1([−1, 0],R2), η(θ) = η(θ, 0). Conse-
quently, the operators A(0) and A∗ are a pair of adjoint operators [21], which
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means that the purely imaginary roots ±iωτn of operator A(0) are also the
eigenvalues of operator A∗.

Next, we should calculate the eigenvectors of operators A(0) and A∗ asso-
ciated with the eigenvalues iωτn and −iωτn, respectively. We assume that the
vectors q(θ) = (1, q2)

T eiωτnθ (θ ∈ [−1, 0]) and q∗(s) = 1
D (q∗2, 1)e

iωτns (s ∈ [0, 1])
respectively denote the eigenvectors of operators A(0) and A∗ corresponding to
the eigenvalues iωτn and−iωτn. And combining with the definitions of operators
A(0) and A∗, we can derive the expressions for q2 and q∗2 through some simple

calculations: q2 = − iω
ax0

and q∗2 = iω
ax0

+
plE0y0

ax0[ply0 − c(l + E0y0)2]
− by0

ax2
0
e−iω.

Moreover, it follows from the bilinear form (3.4) that < q∗(s), q(θ) > equals

1

D̄
(q̄∗2, 1)(1, q2)

T −
∫ 0

θ=−1

∫ θ

ξ=0

1

D̄
(q̄∗2, 1)e

−iωτn(ξ−θ)dη(θ)(1, q2)
T eiωτnξdξ

=
1

D̄

{
q2+q̄∗2−

∫ 0

θ=−1
(q̄∗2, 1) e

iωτnθθdη(θ)(1, q2)
T

}
=

1

D̄

(
q2+q̄∗2−

bq2y0τne
−iωτn

x0

)
.

Hence, in order to guarantee < q∗(s), q(θ) >= 1, we should choose D̄ = q2 +
q̄∗2 − (bq2y0τne

−iωτn/x0). And we can verify that < q∗(s), q̄(θ) >= 0.
In the remainder of this section, we employ the ideas and notations of Has-

sard et al.[21] to construct the coordinates describing the center manifold C0 at
the Hopf bifurcation value µ = 0 — viz. τ = τn. Define

(3.5) z(t) = < q∗, Yt > and W (t, θ) = Yt − 2Re{z(t)q(θ)},

then, on the center manifold C0, one has

(3.6) W (t, θ) =W (z(t), z̄(t), θ) =W20(θ)
z2

2
+W11(θ)zz̄ +W02(θ)

z̄2

2
+ · · · ,

where z and z̄ are the local coordinates for manifold C0 in the directions of q
and q̄∗.

In view of Eqs. (3.5) and (3.6), we can see that W (z(t), z̄(t), θ) is real if Yt
is real. For the real solution Yt ∈ C0, due to µ = 0, then from Eqs. (3.3)-(3.6),
we get

(3.7) ż(t) = iωτnz(t) + q̄∗(0)F0(z, z̄) := iωτnz(t) + g(z, z̄),

where

(3.8) g(z, z̄) = g20(θ)
z2

2
+ g11(θ)zz̄ + g02(θ)

z̄2

2
+ g21(θ)

z2z̄

2
+ · · · .

Furthermore, we can obtain from Eq. (3.7) that

g(z, z̄) = q̄∗(0)F0(z, z̄) =
τn
D̄

(1, q̄∗2)

(
F 0
11

F 0
22

)
=
τn
D̄

(F 0
11 + q̄∗2F

0
22),(3.9)
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where F11=−ay1t(0)y2t(0),

F22 = −by
2
0

x30
y21t(0) +

by0
x20
y1t(0)y2t(0) +

by0
x20
y1t(0)× y2t(−1)− b

x0
y2t(0)y2t(−1)

+

(
plE0

ply0−c(l + E0y0)2
+
plE0y0[cE0(l + E0y0)−pl]

[ply0−c(l + E0y0)2]2

− p2cl2E2
0y

2
0(l + E0y0)

[ply0−c(l + E0y0)2]3

)
y22t(0) + · · · .

According to the literature [21], we have

(3.10)

y1t(0) = z + z̄ +W
(1)
20 (0)

z2

2
+W

(1)
11 (0)zz̄ +W

(1)
02 (0)

z̄2

2
+ · · · ,

y2t(0) = q2z + q̄2z̄ +W
(2)
20 (0)

z2

2
+W

(2)
11 (0)zz̄ +W

(2)
02 (0)

z̄2

2
+ · · · ,

y1t(−1) = ze−iωτnθ + z̄eiωτnθ +W
(1)
20 (−1)

z2

2
+W

(1)
11 (−1)zz̄

+W
(1)
02 (−1)

z̄2

2
+ · · · ,

y2t(−1) = q2ze
−iωτnθ + q̄2z̄e

iωτnθ +W
(2)
20 (−1)

z2

2
+W

(2)
11 (−1)zz̄

+W
(2)
02 (−1)

z̄2

2
+ · · · .

Substituting Eq. (3.10) into Eq. (3.9), we gain

g(z, z̄)

=
τn
D̄

{(
−aq̄∗2 +

by0
x20

)[
z + z̄ +W

(1)
20 (0)

z2

2
+W

(1)
11 (0)zz̄ +W

(1)
02 (0)

z̄2

2

]
×
[
q2z + q̄2z̄ +W

(2)
20 (0)

z2

2
+W

(2)
11 (0)zz̄ +W

(2)
02 (0)

z̄2

2

]
− by20
x30

[
z + z̄ +W

(1)
20 (0)

z2

2
+W

(1)
11 (0)zz̄ +W

(1)
02 (0)

z̄2

2

]2
+
by0
x20

[
z + z̄ +W

(1)
20 (0)

z2

2
+W

(1)
11 (0)zz̄ +W

(1)
02 (0)

z̄2

2

]
×
[
q2ze

−iωτnθ + q̄2z̄e
iωτnθ +W

(2)
20 (−1)

z2

2
+W

(2)
11 (−1)zz̄ +W

(2)
02 (−1)

z̄2

2

]
− b

x0

[
q2z + q̄2z̄ +W

(2)
20 (0)

z2

2
+W

(2)
11 (0)zz̄ +W

(2)
02 (0)

z̄2

2

]
×
[
q2ze

−iωτnθ + q̄2z̄e
iωτnθ +W

(2)
20 (−1)

z2

2
+W

(2)
11 (−1)zz̄ +W

(2)
02 (−1)

z̄2

2

]
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+

[
plE0

ply0−c(l+E0y0)2
+
plE0y0[cE0(l+E0y0)−pl]

[ply0−c(l+E0y0)2]2
− p2cl2E2

0y
2
0(l+E0y0)

[ply0−c(l+E0y0)2]3

]
×
[
q2z + q̄2z̄ +W

(2)
20 (0)

z2

2
+W

(2)
11 (0)zz̄ +W

(2)
02 (0)

z̄2

2

]2
+ · · ·

}
,

which yields

g(z, z̄)

=
τn
D̄

{
z2
[
− aq2q̄∗2 +

bq2y0
x20

− by20
x30

+
bq2y0
x20

e−iωτnθ − bq22
x0
e−iωτnθ

+
plq22E0

ply0 − c(l + E0y0)2
+
plq22E0y0[cE0(l + E0y0)− pl]

[ply0 − c(l + E0y0)2]2

− p2cl2q22E
2
0y

2
0(l+E0y0)

[ply0−c(l+E0y0)2]3

]
+zz̄

[
− 2aq̄∗2Re(q2)+

2by0
x20

Re(q2)

− 2by20
x30

+
2by0
x20

Re(q̄2e
iωτnθ)− 2b

x0
Re(q2q̄2e

iωτnθ)

+
2plq2q̄2E0

ply0 − c(l + E0y0)2
+

2plq2q̄2E0y0[cE0(l + E0y0)− pl]

[ply0 − c(l + E0y0)2]2

]
− 2p2cl2q2q̄2E

2
0y

2
0(l + E0y0)

[ply0 − c(l + E0y0)2]3
+ z̄2

[
− aq̄2q̄∗2+

bq̄2y0
x20

− by20
x30

+
bq̄2y0
x20

eiωτnθ

+
plq̄22E0

ply0−c(l+E0y0)2
− bq̄22
x0
eiωτnθ+

plq̄22E0y0[cE0(l+E0y0)−pl]
[ply0−c(l+E0y0)2]2

]
− p2cl2q̄22E

2
0y

2
0(l+E0y0)

[ply0−c(l+E0y0)2]3
+ z2z̄

[(
−aq2q̄∗2+

bq2y0
x20

− 2by20
x30

+
bq2y0
x20

e−iωτnθ

)
W

(1)
11 (0)+

(
−aq̄∗2+

by0
x20

− bq2
x0
e−iωτnθ

+
2plq2E0

ply0−c(l+E0y0)2
+
2plq2E0y0[cE0(l+E0y0)−pl]

[ply0−c(l+E0y0)2]2

− 2p2cl2q2E
2
0y

2
0(l + E0y0)

[ply0 − c(l + E0y0)2]3

)
W

(2)
11 (0) +

(
− aq̄2q̄∗2

2
+
bq̄2y0
2x20

− by20
x30

+
bq̄2y0
2x20

eiωτnθ
)
W

(1)
20 (0)+

(
− aq̄∗2

2
+
by0
2x20

+
plq̄2E0

ply0−c(l+E0y0)2

− bq̄2
2x0

eiωτnθ+
plq̄2E0y0[cE0(l+E0y0)−pl]

[ply0−c(l+E0y0)2]2
− p2cl2q̄2E

2
0y

2
0(l+E0y0)

[ply0−c(l+E0y0)2]3

)
×W

(2)
20 (0) +

(
by0
x20

− bq2
x0

)
W

(2)
11 (−1)+

(
by0
2x20

− bq̄2
2x0

)
W

(2)
20 (−1)

]
+· · ·

}
.(3.11)
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Comparing the coefficients of Eqs. (3.8) and (3.11) gives

g20 =
2τn
D̄

[
− aq2q̄∗2 +

bq2y0
x20

− by20
x30

+
bq2y0
x20

e−iωτnθ

− bq22
x0
e−iωτnθ +

plq22E0

ply0 − c(l + E0y0)2
+
plq22E0y0[cE0(l + E0y0)− pl]

[ply0 − c(l + E0y0)2]2

− p2cl2q22E
2
0y

2
0(l + E0y0)

[ply0 − c(l + E0y0)2]3

]
,

g11 =
τn
D̄

[
− 2aq̄∗2Re(q2) +

2by0
x20

Re(q2)−
2by20
x30

+
2by0
x20

Re(q̄2e
iωτnθ)

− 2b

x0
Re(q2q̄2e

iωτnθ) +
2plq2q̄2E0

ply0 − c(l + E0y0)2

+
2plq2q̄2E0y0[cE0(l + E0y0)− pl]

[ply0 − c(l + E0y0)2]2
− 2p2cl2q2q̄2E

2
0y

2
0(l + E0y0)

[ply0 − c(l + E0y0)2]3

]
,

g02 =
2τn
D̄

[
− aq̄2q̄∗2 +

bq̄2y0
x20

− by20
x30

+
bq̄2y0
x20

eiωτnθ − bq̄22
x0
eiωτnθ

+
plq̄22E0

ply0 − c(l + E0y0)2
+
plq̄22E0y0[cE0(l + E0y0)− pl]

[ply0 − c(l + E0y0)2]2

− p2cl2q̄22E
2
0y

2
0(l + E0y0)

[ply0 − c(l + E0y0)2]3

]
,

g21 =
2τn
D̄

[(
− aq2q̄∗2 +

bq2y0
x20

− 2by20
x30

+
bq2y0
x20

e−iωτnθ

)
W

(1)
11 (0)

+

(
− aq̄∗2 +

by0
x20

− bq2
x0
e−iωτnθ +

2plq2E0

ply0 − c(l + E0y0)2

+
2plq2E0y0[cE0(l + E0y0)− pl]

[ply0 − c(l + E0y0)2]2
− 2p2cl2q2E

2
0y

2
0(l + E0y0)

[ply0 − c(l + E0y0)2]3

)
W

(2)
11 (0)

+

(
− aq̄2q̄∗2

2
+
bq̄2y0
2x20

− by20
x30

+
bq̄2y0
2x20

eiωτnθ
)
W

(1)
20 (0)

+

(
− aq̄∗2

2
+
by0
2x20

− bq̄2
2x0

eiωτnθ +
plq̄2E0

ply0 − c(l + E0y0)2

+
plq̄2E0y0[cE0(l + E0y0)− pl]

[ply0 − c(l + E0y0)2]2
− p2cl2q̄2E

2
0y

2
0(l + E0y0)

[ply0 − c(l + E0y0)2]3

)
W

(2)
20 (0)

+

(
by0
x20

− bq2
x0

)
W

(2)
11 (−1) +

(
by0
2x20

− bq̄2
2x0

)
W

(2)
20 (−1)

]
.(3.12)

At present, the expressions of g20, g11 and g02 have already been obtained.
However, it is notable that W20(θ) and W11(θ) are unknown in g21, therefore
we still need to determine them. By using a computational procedure similar
to the algorithms presented in Ref.[21], we can obtain

W20(θ) =
ig20
ωτn

q(0)eiωτnθ +
iḡ02
3ωτn

q̄(0)e−iωτnθ + E1e2iωτnθ,
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(3.13) W11(θ) = − ig11
ωτn

q(0)eiωτnθ +
iḡ11
ωτn

q̄(0)e−iωτnθ + E2,

where

E1 = 2

 2iω ax0

−by
2
0

x20
2iω +

by0
x0
e−2iωτn − plE0y0

ply0 − c(l + E0y0)2

−1(
P11

P21

)
,

E2 = 2

 0 ax0

−by
2
0

x20

by0
x0

− plE0y0
ply0 − c(l + E0y0)2

−1(
Q11

Q21

)
,

with

P11 = − aq2, Q11 = −Re(aq2),

P21 = − by20
x30

+
bq2y0
x20

+

(
bq2y0
x20

− bq22
x0

)
e−iωτnθ +

plq22E0

ply0 − c(l + E0y0)2

+
plq22E0y0[cE0(l + E0y0)− pl]

[ply0 − c(l + E0y0)2]2
− p2cl2q22E

2
0y

2
0(l + E0y0)

[ply0 − c(l + E0y0)2]3
,

Q21 = − by20
x30

+
by0
x20

Re(q̄2e
iωτnθ) +

by0
x20

Re(q2)−
b

x0
Re(q2q̄2e

iωτnθ)

+
plq2q̄2E0

ply0 − c(l + E0y0)2
+
plq2q̄2E0y0[cE0(l + E0y0)− pl]

[ply0 − c(l + E0y0)2]2

− p2cl2q2q̄2E
2
0y

2
0(l + E0y0)

[ply0 − c(l + E0y0)2]3
.

Further, we can calculate

E1 =



2

(
2iω +

by0
x0
e−2iωτn − plE0y0

ply0 − c(l + E0y0)2

)
P11 − 2ax0P21

2iω

(
by0
x0
e−2iωτn − plE0y0

ply0 − c(l + E0y0)2

)
+
aby20
x0

− 4ω2

2by20
x20

P11 + 4iωP21

2iω

(
by0
x0
e−2iωτn − plE0y0

ply0 − c(l + E0y0)2

)
+
aby20
x0

− 4ω2


2×1

,

E2 =


2x0
aby20

(
by0
x0

− plE0y0
ply0 − c(l + E0y0)2

)
Q11 −

2x20
by20

Q21

−2Re(q2)

x0


2×1

.

Then, W20(θ) and W11(θ) can be directly worked out by substituting E1 and E2
into Eq. (3.13). Subsequently, g21 can be determined from Eq. (3.12). So far, the
mathematical quantities g20, g11, g02 and g21 all have been expressed in terms
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of known parameters. Hence, we are now able to calculate the following crucial
values [21] which determine the properties of the Hopf bifurcation when τ = τn:

(3.14)



c1(0) =
i

2ωτn

(
g11g20 − 2 |g11|2 −

|g02|2

3

)
+
g21
2
,

µ2 = − Re{c1(0)}
Re{λ′(τn)}

,

β2 = 2Re{c1(0)},

T2 = − Im{c1(0)}+ µ2Im{λ′(τn)}
ωτn

.

Associated with the necessary conditions on the emergence of Hopf bifurca-
tions in model (1.5), we can obtain the following results according to the classical
Hopf bifurcation theorem in Ref.[21]:

Theorem 3.1. For the model (1.5) with τ > 0, if by0
x0

> plE0y0
ply0−c(l+E0y0)2

,

[
p2l2E2

0y
2
0

(ply0 − c(l + E0y0)2)2
− b2y20

x20
− 2aby20

x0

]2
>

4a2b2y40
x20

,

and
p2l2E2

0y
2
0

(ply0−c(l+E0y0)2)2
<

b2y20
x2
0

+
2aby20
x0

, then a Hopf bifurcation can occur at the

equilibrium point X0 when time delay τ takes the critical value τn. Furthermore,

(i) the direction of the Hopf bifurcation is supercritical (subcritical) if µ2 > 0
(µ2 < 0);

(ii) the bifurcating periodic orbits are stable (unstable) if β2 < 0 (β2 > 0);

(iii) the period of the bifurcating periodic orbits increases (decreases) if T2 >
0 (T2 < 0).

4. Numerical simulations

In this section, we perform several Matlab simulations to complement the an-
alytical results above. In view of the assumptions in (2.1), we choose the co-
efficients of model (1.5) as follows: r1 = 2, a = 1, r2 = 7/4, b = 3, p = 1, l =
1, c = 4/9, v = 2/9. That is,

(4.1)


ẋ(t)= x(t) (2− y(t)) ,

ẏ(t)= y(t)

(
7

4
− 3y(t− τ)

x(t)
− E(t)

)
,

0=E(t)y(t)

(
1

1 + E(t)y(t)
− 4

9y(t)

)
− 2

9
,

which has a positive equilibrium point X0 = (4, 2, 0.25)T . Besides, we can calcu-
late that, by0/x0 = 3/2 > plE0y0/[ply0− c(l+E0y0)

2] = 1/2, {p2l2E2
0y

2
0/[ply0−

c(l+E0y0)
2]2−b2y20/x20−2aby20/x0}2 = 64 > 4a2b2y40/x

2
0 = 36, p2l2E2

0y
2
0/[ply0−
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c(l + E0y0)
2]2 = 1/4 < b2y20/x

2
0 + 2aby20/x0 = 33/4. Thus, system (4.1) satisfies

the conditions of Hopf bifurcation given in Theorems 2.1 and 3.1.
For this example, Eq. (2.16) becomes ω4−8ω2+9 = 0, which has two positive

roots ω+ = 2.5779 and ω− = 1.1637. Accordingly, τ+0 = (1/2.5779) arccos(7/8) =
0.4775 and τ−0 = (1/1.1637) arccos(7/8) = 1.0578. Moreover, with the aid of
Matlab 7.0, we can obtain the values in Eq. (3.14) : c1(0) = 5.9418− 21.7397i,
λ′(τ+0 ) = 2.7466 − 0.4665i, µ2 = −2.1633 < 0, β2 = 11.8836 > 0, T2 =
16.8411 > 0. From Theorem 2.1, we can conclude that the equilibrium point
X0 is locally asymptotically stable when τ ∈ [0, 0.4775) and it is unstable when
τ ∈ (0.4775, 1.0578). Hence, a Hopf bifurcation takes place at the equilibrium
point X0 when τ takes the critical value τ+0 = 0.4775. Furthermore, according
to Theorem 3.1, the Hopf bifurcation at τ+0 is subcritical, and the corresponding
bifurcating periodic orbits are unstable and increase.

In order to verify the theoretical results, we present some numerical simu-
lations of the illustrative example (4.1) at different values of the delay τ . Nu-
merical simulations show that the equilibrium point X0 is locally asymptotically
stable when τ = 0.4675 < τ+0 as illustrated in Fig. 1; periodic orbits bifurcate
from the equilibrium point X0 when τ takes the bifurcation value τ+0 = 0.4775
as illustrated in Fig. 2; the bifurcating periodic orbits are unstable and increase
when τ = 0.4783 > τ+0 as illustrated in Fig. 3; and the equilibrium point X0 is
unstable when τ = 0.4875 > τ+0 as illustrated in Fig. 4.
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Figure 1: Matlab simulations suggest that the equilibrium point X0 =
(4, 2, 0.25)T of system (4.1) is locally asymptotically stable when the
delay τ = 0.4675 < τ+0 = 0.4775. The initial values (x(0), y(θ),
E(0))= (3.9995, 1.9995, 0.2495) here, where θ ∈ [−τ, 0].
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Figure 2: Matlab simulations suggest that periodic orbits bifurcate from the
equilibrium point X0 = (4, 2, 0.25)T of system (4.1) when the delay
τ = τ+0 = 0.4775. The initial values (x(0), y(θ), E(0))= (3.9995,
1.9995, 0.2495) here, where θ ∈ [−τ, 0].
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Figure 3: Matlab simulations suggest that the periodic orbits bifurcating from
the equilibrium point X0 = (4, 2, 0.25)T of system (4.1) are unstable
and increase when the delay τ = 0.4783 > τ+0 = 0.4775. The initial
values (x(0), y(θ), E(0))= (3.9995, 1.9995, 0.2495) here, where θ ∈
[−τ, 0].
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Figure 4: Matlab simulations suggest that the equilibrium point X0 =
(4, 2, 0.25)T of system (4.1) is unstable when the delay τ = 0.4875 >
τ+0 = 0.4775. The initial values (x(0), y(θ), E(0))= (3.9995, 1.9995,
0.2495) here, where θ ∈ [−τ, 0].

5. Discussion

The present paper has studied the bifurcation dynamics of the delayed differential-
algebra predator-prey model (1.5). We can see from Theorem 2.1 that the sta-
bility of the equilibrium point X0 of model (1.5) can switch finite times when
the gestation delay τ is treated as a variable bifurcation parameter. The sta-
bility would change from stable to unstable to stable, and eventually becomes
unstable as the increasing of the delay τ . And large delays have unstabilizing
effect on the stability of the equilibrium point X0.

When the delay τ is small and less than the first critical value τ+0 , the
equilibrium point X0 is locally asymptotically stable. In this case, the popula-
tions of preys and predators, as well as human harvesting are able to coexist
in harmony. Hence, the ecological balance can be maintained. However, when
the delay τ increases beyond τ+0 and within the interval (τ+0 , τ

−
0 ), the equilib-

rium point becomes unstable. At this moment, the ecological balance would
be easily destroyed when it is subject to some external disturbances. Specially,
when τ takes the critical value τ+0 , periodic orbits would arise from the equilib-
rium point and alter the dynamics of model (1.5) significantly. The appearance
of Hopf-bifurcating periodic orbits means that small amplitude oscillations of
population densities are currently in progress, which can be understood as the
periodic evolution of the populations of preys and predators.

Similar phenomena will also occur around the other critical values τ−0 , τ+1 ,
τ−1 , · · · , τ+N . That is, a finite number of Hopf bifurcations can take place as the
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delay τ increases from zero. Furthermore, the stability of the periodic orbits
is directly related to whether the populations of preys and predators as well as
the external harvesting can coexist in an oscillatory mode, so the complex bi-
furcation behaviors have great significance for the delayed predator-prey model.
Hence, stability of the Hopf-bifurcating periodic orbits are further analyzed in
Section 3.

6. Concluding remarks

Clearly, our delayed differential-algebra predator-prey model (1.5) can exhibit
a sequence of Hopf bifurcations as the increase of the delay τ , which can cause
potentially dramatic variations in the dynamical behaviors of the model.

Besides, it is notable that the parameterisation method used in section 2 can
reduce the delayed differential-algebra predator-prey model (1.5) to the param-
eterised system (2.12) near the equilibrium point X0, which plays an important
role in our study. Refs.[40, 22, 23, 24, 3] have shown that Differential-Algebraic
Equations have widespread applications in constrained dynamical systems, so
we expect that the parameterisation method can be employed to investigate the
dynamics of more complex constrained systems.
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