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Abstract. Hamilton-Jacobi equation is a kind of highly nonlinear partial differential
equation which is difficult to be solved. The boundary value problem of steady-state
Hamilton-Jacobi equation is supposed as H(x,∇xφ(x)) = 0, x ∈ Ω/Γ; φ(x) = q(x),
x ∈ Γ(Ω ∈ Rd, d stands for the space dimensionality, Ω stands for a bounded open
set with a boundary of Γ, and H stands for a given non-linear function, called Hamil-
tonian). Even though Hamiltonian function is smooth, the derivative of its solution
may be disconnected at some cuspidal points. There are many ways to solve a steady-
state Hamilton- Jacobi equation, among which, fast marching method (FMM) and fast
sweeping method (FSM) are famous. This study solved Hamilton-Jacobi equation using
alternating evolution method (AE). Firstly, an initial Hamilton-Jacobi equation was de-
scribed using AE; then polynomials were constructed to approach the Hamilton-Jacobi
equation and the equation was finally solved by selecting proper iterative methods and
correct boundary conditions.An artificial parameter was generated in the process of
construction of iterative format; the selection of the parameter could directly affect
the stability and convergence of the iterative format. On account of this, the stability
and convergence of the first-order AE algorithm was analyzed and the effectiveness and
accuracy of the algorithm was proved by a numerical experiment.

Keywords: Hamilton-Jacobi equation, alternating evolution method, viscosity solu-
tion, convergence.

1. Introduction

Hamilton-Jacobi equation is a kind of highly non-linear hyperbolic partial differ-
ential equation which was applied in mechanical studies carried out by engineers
and physicists at first and then extensively applied for optimum control and dif-
ferential game.With the development of computer technology, mathematicians
have paid more attentions to the solution of Hamilton-Jaconi equation using
numerical calculation. φ is generally Lipschitz continuous, but not C1 smooth;
hence there is usually no classical solution for full nonlinear partial differential
equation. The concept of weak solution is proposed when solving equations
lacking of smoothness. Weak solution refers to a solution that satisfies equation
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at points which can be derived and are continuous, but weak solution is not
unique. To solve the non-uniqueness of weak solution, some experts proposed
the definition of viscosity solution to illustrate the existence and uniqueness of
viscosity solution.

There are many ways to solve Hamilton-Jacobi equations. This study ex-
plored the solution of steady-state Hamilton-Jacobi equation using alternating
evolution

φ = φSN − εH(∇xφ
SN ).

In the formula, ε stands for an artificial parameter, whose selection should sat-
isfy the condition of iterative stability. AE was proposed by Liu HL in 2008
and then applied in hyperbolic conservation equations. In 2011, Saran H, et al.
applied AE to solve Hamilton-Jacobi equation containing time parameters and
gained certain achievement. Hamilton-Jacobi equation containing time parame-
ters was firstly converted into a new form using AE and then decomposed using
discontinuous finite element; finally good numerical results could be obtained.
The purpose of this study was to calculate the numerical solution of non-linear
steady-state Hamilton-Jacobi equation using high-efficient and high-order AE
algorithm.

2. Solution of first-order steady-state Hamilton-Jacobi equation
based on AE

2.1 The construction of AE system

Before solving Hamilton-Jacobi equation containing time parameters based on
AE, the following AE system was constructed:

(2.1) H(x,∇xv) =
1

ε
(v − u), H(x,∇xu) =

1

ε
(u− v).

Numerical solutions around grid points were updated based on the above equa-
tion and using the numerical solutions of points around grid points, shown as
below

(2.2) φ(x)φ(x)SN − εH(x,∇xφ(x)SN ).

Considering uniform partition {xk, k ∈ Z}, its grid diameter was ∆x. Suppose
the real solution of the equation at grid point xk as φ and the numerical value
as Ek. r-order polynomial was constructed to approach φSN using Ek±l and
l depended on the number of orders of the polynomial. If the polynomial was
supposed as pk[E](x), then Ek could be expressed as:

(2.3) Ek = prk[E](x)− εH(xk, ∂xp
r
k[E](x)).

Next, prk[E](x) could be constructed using equation (2.3). If Ik : [xk−1, xk+1],
then non-oscillatory polynomial pk[E](x) was reconstructed on each grid point
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xk. We have:

(2.4) prk[E](xk±1) = Ek±1.

Then first-order polynomial constructed based on Ek±1 was:

(2.5) p1
k[E](x) = Ek−1 + sk(x− xk−1), sk =

Ek+1 − Ek−1

2∆x

sk stands for the approximate value of first-order derivative ∂xφ. The following
is a second-order AE polynomial constructed based on Newton divided difference
interpolation mathematics

(2.6) p2
k[E](x) = p1

k[E](x) +
s′k
2

(x− xk−1)(x− xk+1)

s′k stands for the approximate value of second-order derivative φxx. Based on
the above AE form, second-order AE system was:

(2.7) Ek =
Ek+1 + Ek−1

2
−
s′k
2

(∆x)2 − εH(xk, sk).

The major characteristic of essentially non-oscillatory (ENO) method is that it
adopts self-adaptive template, which avoids offset and ensures the non-oscillatory
property of AE format. A triangular unit was selected randomly from nonstruc-
tural grid, denoted as ∆0. Three vertexes of ∆0 were i(xi, yi), j(xj , yj) and
k(xk, yk). ENO difference value polynomial of ∆0 had 12 fundamental points.
Those fundamental points could also be called the maximum template for nu-
merical format construction, as shown in figure 1. When second-order derivative
was calculated, the non-oscillatory property of viscosity solution of equation was

Figure 1: Template for the construction of ENO polynomial of ∆0

calculated using ENO principle, shown as below

(2.8) s′k =


sk+2−sk

2∆x , if
∣∣∣ sk+2−sk

2∆x

∣∣∣ ≤ ∣∣∣ sk−sk−2

2∆x

∣∣∣
sk−sk−2

2∆x , if
∣∣∣ sk+2−sk

2∆x

∣∣∣ ≤ ∣∣∣ sk−sk−2

2∆x

∣∣∣ .
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Third-order AE system could be obtained similarly. Third-order AE polynomial
was:

(2.9) p3
k[E](x) = p2

k[E](x) +
s′′x
6

(x− xk+1)(x− xk+3).

Third-order AE system was as follows:

Ek =
Ek+1 + Ek−1

2
−
s′k
2

(∆x)2 +
s′′k
6

(∆x)2(xk − xk+3)

− εH(xk, sk −
s′′k
6

(∆x)2).(2.10)

2.2 Hamilton-Jacobi equation

Hamilton-Jacobi equation has two formats, shown as below [15, 16].

(2.11)

{
H(x, u,Du) = 0

u = z
.

The first format means within Ω and the second format means on ∂Ω. The
current Hamilton-Jacobi equation was a steady-state equation. The following
equation is called Cauchy equation or developmental Hamilton-Jacobi equation

(2.12)


ut +H(x, t, u,Du) = 0

u = z

u(x, 0) = u0(x)

.

The first format means within Ω×[0, T ], the second format means on ∂Ω×[0, T ],
and the third format means within Ω. The current Ω stands for the open set of
RN , z and o stand for given boundary and initial value condition, and Du stands
for the gradient of with regard to x. H(x, u,Du) was a given function defined
on Ω × R × RN and H(x, t, tu,Du) was a function defined on H(x, t, tu,Du),
both of them were Hamilton function.

3. Algorithm for solving steady-state Hamilton-Jacobi equation
based on AE

The construction of algorithm includes initialization, iteration process and end-
ing condition:

1. Initialization of algorithm: The initial value was supposed as E0, bound-
ary points were assigned, non-boundary points were assigned with arbitrary
initial values. The values were updated in the following iteration process.

2. En+1 was calculated based on En iteration and it satisfied the following
relation expression

(3.1) En+1
k = prk[En](xk)− εH(xk, ∂xp

r
k[En](xk))
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3. After the fixation of grid size, the ending condition for algorithm was:

(3.2) ‖En+1 − En‖ ≤ ξ.

ξ was small enough and it showed different degrees of changes according to
different precision. Simultaneous iteration could be divided into two parts, odd
part and even part. The grid values of odds after (n+ 1) times of iteration were
calculated based on the even grid values obtained after n times of iteration; the
rest could be deduced by analogy till the end.

When numerical solutions are calculated using AE format, mistakes may
appear in the process of solution if proper values of calculation region boundary
and values beyond the involved calculation region are not selected. The calcu-
lation region was supposed as a compact set, boundary as Γ, and some grids as
even grids. If Γ = ∂Ω, the exact solutions of boundary points could be used to
calculate points inside region and extract boundary conditions were unnecessary
to be given additionally, because the boundary values have been given.

4. Analysis of stability and convergence of AE

Suppose E = (E1, E2, . . . , En), then first-order AE format was:

(4.1) E = F (E)

(4.2) Fk(E) =
Ek+1 + Ek−1

2
− εH

(
Ek+1 − Ek−1

2∆x

)
.

The following was a proof for the uniqueness of AE format.

Theorem 3.1. If there was

(4.3)
ε

∆x
max |H ′(·)| < 1

then E = F (E) had at most only one solution.

Proof. Proof The following was a proof for theorem 1 using proof by con-
tradiction. Suppose that equation (15) had two different solutions, i.e., φ∗ and
φx. The proof was considered tenable if ζ ≡ 0 and ζ ≡ φ∗ − ϕ∗

(4.4) ζk = φ∗k − ϕ∗k = Fk(φ∗)− Fk(ϕ∗) =
ζk+1 + ζk−1

2
− εH ′(θk)

ζk+1 − ζk−1

2∆x
.

According to the boundary condition, we have:

ζ1 = a1ζ2, ζ2 =
1

2

(
1− εH ′(θk)

∆x

)
ζk+1 +

1

2

(
1 +

εH ′(θx)

∆x

)
ζk−1(4.5)

ζN = bNζN−1; 2 ≤ k ≤ N − 1.
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Suppose ‖ζ‖∞ = C > 0, then:

(1) C = |ζ1|, then |ζ1| ≥ |ζ2|. But it was inconsistent with ). Similarly,
C 6= |ζN |.

(2) C = |ζ1| and 2 ≤ l ≤ N1, then |ζ1| ≥ |ζl±1|. But the following two
situations might occur:

Firstly, if |ζl−1| 6= |ζl+1|, then it was inconsistent with |ζl| < max(|ζl−1|, |ζl+1|) ≤
‖ζ‖∞ = C = |ζl|.

Secondly, if |ζl−1| = |ζl+1|, then |ζl| = |ζl±1|. In this case, the above two steps
were repeated on C = |ζl±1| till the first situation appeared. Then ‖ζ‖∞ = 0
was obtained, which suggested the uniqueness of the solution. �

Theorem 3.2. Suppose En as the numerical solution of Hamilton-Jacobi
equation H(∂xφ) = 0 under the condition of first-order AEEn+1 = F (En). If

(4.6)
ε

∆x
max |H ′(·)| < 1,

then {En} was considered as convergent.

Proof. If

(4.7) ζn+1
k = En+1

k − En
k

the En+1 = F (En) could be transformed into:

ζn+1
1 = an1ζ

n
2 , ζ

n+1
k =

1

2

(
1−

εH ′(θnk )

∆x

)
ζnk+1 +

1

2
(1 +

εH ′(θnk )

∆x
)ζnk−1,(4.8)

ζn+1
N = bnNζ

n
N−1; 2 ≤ k ≤ N − 1.

If there was ‖ζn+1‖∞ = |ζn+1
l | for 2 ≤ l ≤ N , then there were two situations.

(1) For l = 1 or l = N , there was ‖ζn+1‖∞ = α|ζn|∞α < 1.

(2) For 2 ≤ l ≤ N1, there was |ζn+1
l | = |bnl ζnl−1+anl ζ

n
l+1| < max(|ζnl−1|, |ζnl+1|) ≤

‖ζn‖∞.

If ζnl−1 6= ζnl+1, then α < 1; if ζnl−1 = ζnl+1, then α ≤ 1. It could also be
expressed as:

(4.9) ‖ζn‖∞ = α1‖ζn−1‖∞ = α1α2‖ζn−2‖∞ = . . . = α1α2 . . . αn−1αn‖ζ0‖∞.

If αm = 1, then αs < 1(s < m+N/2), we have:

(4.10) ‖ζn‖∞ ≤ α
2n
N ‖ζ0‖∞.

The above testified the convergence of
∑∞

n=1 ζ
n i.e., the convergence of {En}.�
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5. Analysis of example

The following was an example analysis based on two-dimensional AE system,
which made the application of the solution of steady-state Hamilton-Jacobi
equation using AE more extensive.

The numerical results obtained using second-order AE are shown in table 1.
It could be known that, L1 error gradually approached 2 with the decrease of
grid size.

Figure 2: The solution of example 1 ε
h = 1

4 using second-order AE

If two-dimensional Eikonal equation was:

(5.1) f(x, y) =
√
φ2
x + φ2

y =
π

2

√
sin2

(πx
2

)
+ sin2

(πy
2

)
.

To obtain an accurate initial value, the boundary condition needed to be pro-
cessed at first, because the boundary condition only involved one point. If
boundary Γ = {(0, 0)}, boundary condition was q(x, y)|Γ = 2, and region
Ω = [1, 1] × [1, 1] was taken as numerical value computation region, then the
exact solution of the problem was:

(5.2) φ(x, y) = cos
(πx

2

)
+ cos

(πy
2

)
.

Next ε/h = 1/2, was selected as the reference value of first-order system
and ε/h = 1/4 as the reference value of first-order system. The numerical value
results are shown in table 2. It could be seen from the data in the table that,
the selected parameters satisfied the convergence condition.

6. Conclusions

This study mainly used AE to approach the viscosity solution of steady-state
Hamilton-Jacobi. Firstly, proper parameters were selected by constructing poly-
nomials; numerical solutions of surrounding grids were used to express the nu-
merical solutions of iteration points, which avoided the problems encountered
when implicit iterative expression was used. Then the stability and convergence
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Figure 3: The numerical value results of first-order and second-order AE sys-
tems

of AE format were analyzed and an example analysis was made on AE format.
It could be seen from the analysis results that, AE is effective in solving the vis-
cosity solution of Hamilton-Jacobi equation and can achieve required precision.
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